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Abstract. The precipitous drop in sequencing costs has generated much enthusiasm for very large scale genome sequencing initiatives, such as the Genome 10K (G10K) project. Despite renewed interest the assembly of large genomes from short reads is still an extremely resource intensive process. This work presents a scalable algorithms to create scaffolds, or ordered and oriented sets of assembled contigs, which is one part of a practical assembly. This is accomplished using integer linear programming (ILP). In order to process large mammalian genomes we employ non-serial dynamic programming (NSDP) and a hierarchical strategy. Finally novel quantitative metrics are introduced in order to compare scaffolding tools and gain deeper insight into the challenges of scaffolding.

1 Introduction

Short contig lengths, typically between 2-4Kb, are characteristic of draft genome assemblies generated from low-coverage (2x) Sanger, (10x HTS) reads over the past decade. To increase the utility of such fragmented assemblies, additional long-range linkage information is used to orient contigs relative to one another and order them in larger structures referred to as scaffolds. Unfortunately linkage information provided by HTS pairs is noisy due to both chimeric pairs resulting from library preparation artifacts and erroneous mapping of reads originating from repeats. These difficulties, along with the sheer number of HTS pairs and contigs that must be handled, render scaffolding methods developed for Sanger pairs such as\cite{5,9} ineffective on HTS data. While recent algorithmic advances \cite{1,2,10}, and \cite{7} have led to improve scaffolding accuracy from such noisy HTS paired reads, scaling these methods to datasets consisting of hundreds of thousands to millions of contigs and hundreds of millions of read pairs, as expected for a vertebrate genome, remains a significant challenge.

Our approach utilizes a pure ILP to find the scaffolds which are most consistent with the supplied linkage information. The presented model is equally or more accurate than the leading methods, and is able to solve large instances
where all others fail. This is achieved through the use of non-serial dynamic programming (NSDP) paradigm which divides the problem into smaller subproblems that are solved and combined into an optimal solution. When genomes are very large, and the contig quality is low a hierarchical approach is employed to achieve scalability. This approach utilizes the highest quality data first, and scaffolds found in earlier rounds serve as a filter for later rounds.

2 Scaffolding

Our approach breaks the scaffolding problem into two steps; first a compatible orientation and pairwise order is found using a robust Integer Linear Program (ILP), then a complete “golden path” or scaffold is computed using weighted bipartite matching.

2.1 ILP Model

The scaffolding ILP model is best described using the scaffolding graph $G = (V, E)$, where vertex represent contigs and edges are derived from linkage information provided by paired HTS reads. Paired sequencing libraries are constructed such that the order and orientation of the reads relative to their originating fragment is known. For this work we will use the mate-pair style of reads where the pairs come from the same strand and are in the same orientation. In a pair each read can map on the 5’ or 3’ strand of each contig, there are 4 possible orientations of two contigs $i, j$ connected by a paired read. We define several boolean variable to assist in creating the model. First $S_i = \{0, 1\}$ $\forall i \in N$ is used to indicate the orientation of each contig, $S_i = 0$ indicates the contigs orientation does not change. Then $S_{ij} = \{0, 1\}$ $\forall (i, j) \in E$ tells if the contigs have the same orientation ($S_{ij} = 0$) or ($S_{ij} = 1$) if one is flipped. Four state variables, $A_{ij}, B_{ij}, C_{ij}, D_{ij} = \{0, 1\}$ $\forall (i, j) \in E$ represent the 4 possible order and orientations of adjacent contigs, they are mutually exclusive. Each state has an associated weight $A_{w_{ij}}, B_{w_{ij}}, C_{w_{ij}}, D_{w_{ij}}$ which are the sum of the weight of corresponding pairs. The objective is to maximize the number of concordant edges.

$$\text{Max} \sum_{(i, j) \in E} A_{w_{ij}} \cdot A_{ij} + B_{w_{ij}} \cdot B_{ij} + C_{w_{ij}} \cdot C_{ij} + D_{w_{ij}} \cdot D_{ij}$$

The following constraints enforce the behavior of the orientation variables.

$$S_{ij} \leq S_i + S_j \quad A_{ij} + D_{ij} \leq 1 - S_{ij}$$
$$S_{ij} \geq S_i - S_j \quad B_{ij} + C_{ij} \leq S_{ij}$$
$$S_{ij} \leq 2 - S_i - S_j$$
$$S_{ij} \geq S_i - S_j$$

An additional 8 constraints forbid two and three cycles in all instances where 3 contigs are connected. The solution to this ILP gives the orientation of every
contig, which induces a partial ordering of the scaffolding graph. We can construct a directed scaffold graph $DG = (V, E)$ where the vertex set is the same as the previous graph and directed edges are induced by adjacent vertices with compatible orientations. This graph still does not indicate the linear path that is the scaffold.

2.2 Path Finding

A complete ordering of the directed scaffold graph will yield the desired scaffold. To do this we use maximum weighted bipartite matching. We define a bipartite graph $B = (V^1 \cup V^2, E)$ where each vertex in $V^1$ corresponds to the 5’ end of a contig, and each vertex in $V^2$ to the 3’ end of a contig. Edges are defined by directed scaffolding graph. The Hungarian algorithm can be used to solve this in $O(V^3)$. The edges are weighted by the same weight as the chosen state indicator.

3 Scaling the Algorithm

It is impractical to solve a scaffold ILP for a large mammalian genome, the number of variables and constraints is simply too large. To overcome this hurdle and solve the problem optimally and we adopted the non-serial dynamic programming (NSDP) paradigm. This optimization technique exploits the sparsity of the scaffolding graph, which should be a bounded-width graph [3], to compute the solution in stages, each stage using the results of a previous one to efficiently solve the problem.

3.1 NSDP

A key concept in NSDP is the notion of an interaction graph which models the relationship between variables and constraints. An interaction graph $I = (V, E)$ contains a vertex for each variable and an edge is added between vertices if they appear in the same constraint or component of the objective function. NSDP is a process which eliminates variables in such a way that adjacent variables can be merged together [11]. We noted that our scaffolding graph is equivalent to the interaction graph.

The first step in applying NSDP is identifying the independent and weakly independent components of interaction graph. The completely independent components have no influence on other components, however a weakly independent component may share one or two nodes with another component. We use efficient algorithms to find the bi and tri connected components of our interaction graph. Then an elimination order must be found so that each component can be solved independently in such a way that the solutions can be merged to find the global solution. This order takes the shape of a tree, for bi-connected components the tree is found using DFS from an arbitrary node. The decomposition order from tri-connected components is given by the SPQR-tree [4] data structure.
The solution to each component of the interaction graph is found using a bottom up traversal. In general during the traversal the ILP for each component is solved 2 or 4 times. Once for each possible orientation of the common nodes. The objective value of each case is encoded in the objective of the components parent. After solving all components, top down DFS starting from the same root is performed to apply the chosen solution for each component.

3.2 Hierarchical

It was observed that the number of paired edges that span contigs is a parameter, called $p$ that has the biggest effect on accuracy and scalability of the scaffolding program. In our work we attempted to solve the scaffolding problem without setting this parameter explicitly but in complex genomes it was observed that occasionally the ILP would be too large even after the complete decomposition procedure. In order to address this, we developed a hierarchical strategy to solving the scaffolding problem. The problem is first solved with high confidence pairs by requiring $p > 1$, then $p$ is gradually decreased. After each solution utilized pairs are removed from consideration, and any edge in the scaffolding graph that is not compatible with a previous stage scaffold is removed.

4 Results

The input to a scaffolding program is simply a set of contigs (vertices) and some number of paired reads (directed edges). A scaffolded genome can be though as a linear directed graph and the act of scaffolding is the attempt to predict directed edges between adjacent contigs. We treat scaffolding as a binary classification test where methods attempt to predict true adjacencies in the test dataset. However the traditional measure of a scaffold is the N50, or weighted median statistic such that 50% of the entire assembly is contained in scaffolds equal to or larger than this value. Unfortunately this measure does not reflect the accuracy of the scaffolds and rewards aggressive merging. Therefore we utilize the true positive N50 (TP-N50) which breaks scaffolds when an adjacency was falsely predicted.

4.1 Experimental Setup

The test datasets were derived from a simulated denovo draft assembly of an individual human [6]. The set of Sanger style reads used to create this finished version of the draft genome were sub sampled to about 4x base coverage. A total of 11200000 reads were placed into the Celera 6.1 [8] assembler and assembled using the recommended parameters for large mammalian genomes. The assembler generated 422837 contigs with an N50 of 7704bp. These contigs were then mapped against the finished version of the genome using a gapped alignment tool, only non-overlapping contigs with 95% identity were utilized. From this alignment a reference scaffold was created to serve as the test case. Smaller test cases were generated by randomly choosing a percentage of scaffolds from each chromosome.
**Accuracy** The primary metric we use to demonstrate our algorithm is accurate is the TP-N50. We see that in all test cases our algorithm makes longer correct scaffolds than existing tools. In addition to this number we provide the two standard measures of accuracy in a binary classification test, sensitivity and positive predictive value. Using these measures we see that we are basically equivalent to OPERA.

**Scalability** The obvious measure of the scalability of an algorithm is runtime. We compared the runtime of all three tools on different size test cases. The objective of this test was to discover on which test case each method failed to produce a result given 120 hours. We chose 120 hours, or 5 days as our threshold because we believe it is sufficient amount of time for each tool. Longer times would represent an unreasonable amount of time to wait for an scaffold given that the assembly took approximately 10 days.
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