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Abstract

In this paper we propose a hybrid FPGA using nanoscale clusters
with an architecture similar to clusters of traditional CMOS FP-
GAs. The proposed cluster is made of a crossbar of nanowires con-
figured to implement the required LUTs and intra-cluster MUXes.
A CMOS interface is also proposed to provide configuration and
latching for the nanoscale cluster. Inter-cluster routing is assumed
to remain at CMOS scale. Experimental analysis is performed to
evaluate area and performance of the hybrid FPGA and results are
compared with traditional fully CMOS FPGA (scaled to 22nm).
Up to 75% area reduction was obtained from implementing MCNC
benchmarks on hybrid FPGA. Performance of the hybrid FPGA is
shown to be close to that of CMOS FPGA.

Categories & Subject Descriptors: B.7.1 [INTEGRATED CIR-
CUITST]: Types and Design Styles-Advanced technologies, B.8.2
[PERFORMANCE AND RELIABILITY]: Performance Analysis
and Design Aids

General Terms: Design, Performance

Keywords: Reconfigurable Nanoscale Devices, Molecular Elec-
tronics, FPGA

1. INTRODUCTION

Research in the field of nanoscal molecular electronic compo-
nents is growing rapidly. For instance, molecules with configurable
switching and rectifying properties are reported in [1]. Carbon
nano-tubes (NTs) are synthesized with few nanometers in diam-
eter and micrometers in length [2]. Also nanowires (NWs) with
diameters as small as 3 nanometers and lengths of few hundred mi-
crometers were reported in [3].

One of the challenges in nanoscale circuit design paradigm will
be assembly of nanoscale components. Experiments to arrange
nanowires in array structures are reported in literature [4]. Self-
assembly and self-alignment techniques are mainly used to create
these structures. The Nano-Imprint [1] technology was also sug-
gested to create nanoscale devices on the substrate. Architectures
relying on a combination of nano-imprint and self-assembly pro-
cess have also been presented in literature [14][5].

Nanoscale circuits implemented based on emerging molecular
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devices should contain a CMOS-scale support that provides inputs,
outputs and configuration circuitry for the molecular part. Area ef-
ficiency of these hybrid CMOS-Nano devices and description of the
design methods are discussed in [14]. An interface based on mod-
ulated doping of nanowires and using these doped areas as field ef-
fect transistors to create decoder and demultiplexer (DMUX) inter-
faces was presented in [14]. A DMUX structure based on random
deposition of gold particles on a nanowire array structure was pro-
posed in [6]. By applying some modifications to a previously pro-
posed CMOS-Nano interface a multiple-bit DMUX structure can
be designed [5]. This DMUX is used as the required interface in
the proposed cluster architecture.

An array architecture for nanoscale devices was suggested in
[7]. This design is an island style architecture in which clusters of
nanoblocks and switchblocks are interconnected in an array struc-
ture. Each nanoblock is a grid of nanowires with molecular switches
on junction of each two nanowires that can be configured either
as a diode or as a disconnection. A PLA-based FPGA-like ar-
chitecture is presented in [14]. This architecture used modulated-
doping nanowires for CMOS-Nano interface. A CMOS-like logic
based on nanoscale FETs created in crossbar architectures was pro-
posed in [8]. A cell-based architecture and interface scheme us-
ing special metal pins implemented on surface of substrate to pro-
vide the contacts with nanowires on the substrate is proposed in
[9]. Performance and area analysis of FPGAs constructed using
nanowires and molecular switches in their routing structure was
presented in [11]. It was shown that nanoscale routing can reduce
area upto 70%. In [11], traditional fully CMOS FPGAs (scaled to
22nm) were compared with FPGAs containing CMOS clusters and
nanoscale routing.

This paper reports results of experimental evaluations performed
on area and performance efficiency of using crossbars of nanowires
and molecular switches as logic clusters of FPGAs. A nanoscale
logic cluster with the same functionality of CMOS LUT-based clus-
ter is proposed. Then experimental explorations similar to [11] are
performed. Routing structure of the FPGAs is assumed to remain at
CMOS scale. The results show significant area reduction for hybrid
FPGA over fully CMOS FPGA.

The rest of paper is organized as follows. Section 2 reviews
the traditional logic cluster architecture and presents the proposed
nanowire-based cluster and its CMOS support circuit. Section 3
presents the results of experiments for implementing MCNC bench-
mark circuits both on the hybrid FPGA and on fully CMOS FPGAs
scaled down to 22nm. The concluding remarks are in Section 4.

2. LOGIC CLUSTER ARCHITECTURE
2.1 Traditional CMOS Clusters

Figure 1 shows the structure of Basic Logic Element (BLE) and
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Figure 1: (a) Basic logic element and (b) Cluster architecture
of current FPGAs.

cluster architecture traditionally used in FPGAs [10]. As seen, each
cluster contains N BLEs each having a K-input LUT and a flip-
flop (DFF). In CMOS implementation of these clusters, the most
area consuming parts are the LUTs and MUXes used to provide
interconnections between BLEs (intra-cluster routing). It has been
discussed that these MUXes can take upto 70% of the cluster area
[11]. Therefore, new implementation methods that can reduce the
size of these two parts, i.e. LUTSs and the intra-cluster MUXes, will
significantly reduce the overall cluster area of the FPGAs as well.

2.2 Nanowire-based Cluster

As mentioned, LUTSs and intra-cluster MUXes consume most of
CMOS clusters’ area in FPGAs. The basic motivation here is to
suggest new structures for LUTs and MUXes based on crossbars
of nanowires in an architecture that is compatible with the archi-
tecture shown in Figure 1. This will provide us the opportunity
to use existing tools in our experiments. We will also present an
architecture for CMOS support in the following subsections.

A crossbar is generally made of nanowires or nanotubes arranged
in the form of an array. A molecular layer is placed between hor-
izontal and vertical wires of this array. Portions of this molecu-
lar layer that are on the crosspoint of horizontal and vertical wires
are called molecular switches and can be programmed as diodes
through applying appropriate programming voltages to the asso-
ciated nanowires. This crossbar can be implemented on top of a
substrate containing CMOS circuitry. Therefore, CMOS circuits
can apply the required programming voltages to nanowires. Mean-
while, placing CMOS circuits under nano-crossbars leads to more
area savings.

These crossbars can be programmed as PLAs [14], MUXes [6] or
LUTs. Figure 2 shows a K-input crossbar-based LUT. The diodes
of each column are configured to make one of the minterms. Over-
all, 2K columns will be required to make a complete LUT. Since a
diode logic is implemented on the crossbar, complements of inputs
are also required to be applied to the LUT. As an example Figure 2
shows function f = Y Minterms(1,2,4,25K —1).

Figure 3 shows the proposed nanoscale part of the clusters. Basi-
cally, this is a large crossbar of nanowires that implements several
LUTs and intra-cluster MUXes.

As seen in the figure, the right and top blocks are address de-
coders and configuration circuits that provide the required access
to horizontal and vertical nanowires so that programming voltages
can be applied to them. These two address decoders and the con-
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Minterm(2"K — 1)

Figure 2: Function f = Y Minterms(1,2,4,2X —1) is imple-
mented on a K-input crossbar LUT.
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Figure 3: The crossbar-based cluster containing address de-
coders and configuration circuits (top and right blocks), intra-
cluster MUXes (left block) and the LUTSs (central block).

figuration logic provide programmability for each single molecular
switch located in crosspoints. Different strategies for address de-
coding and configuring nanowire crossbars are proposed in [5][6][14].

The left side block works as the intra-cluster MUXes of the clus-
ter. Since the crosspoints can be programmed they can provide
diode connection between the horizontal and vertical wires. There-
fore, cluster inputs and outputs of the LUTSs can be routed through
this MUX. The central block is where the LUTSs are constructed.
Note that since the fabrication technology of nanowires can provide
us with simple arrays of them therefore, LUTs must be created in
a diagonal fashion in the central block. They cannot be created in
a column or in a row because nanowires that compose the columns
and rows should directly be connected to the configuration circuits.
Inputs and outputs of the cluster are connected to the CMOS sup-
port circuitry as it will be described in the next subsection.

2.3 CMOS Support

Figure 4 shows the architecture of CMOS support circuitry for
the cluster which is used to provide the required inversion (bottom),
latching (top left) and configuration addresses (top right) for the
nanoscale portion of the cluster. This CMOS portion can be imple-
mented on the substrate under the nanoscale crossbar to minimize
the area. As seen, the / inputs, their complements and N outputs
of the cluster are connected to the nanowires of the intra-cluster
MUZXes of Figure 3 (parts labeled as (I) in the figures). Also the
outputs of LUTSs of Figure 3 are connected to the flip-flops provided
in the CMOS support part (parts labeled as (/1) in the figures).

Even though creating crossbars of nanowires can be based on
low cost self-assembly techniques, providing adequate support for
these crossbars to connect them to configuration circuitry and other
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Figure 4: CMOS support circuitry of the cluster
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Figure 5: The flow of tools used in our experiments.

CMOS parts will rely on the top-down techniques like Nano-imprint.

The advances made in these techniques raise the hopes for having
effective interconnections between the CMOS and nano circuitry.
Implementation of connections between CMOS wires (scaled to
22nm) and nanowires (5 — 10nm) in Figure 4 will be based on these
techniques.

3. EXPERIMENTS

3.1 Experiment Setups

We used the FPGA architecture and the CAD tools discussed
in [12] as our reference model. First, MCNC benchmark circuits
were implemented using the tool flow shown in Figure 5. As seen
in the figure, benchmarks are first mapped to K-input LUTSs using
SIS, then T-vpack is used to pack the LUTs into clusters of size
N. Finally, VPR performs the placement and routing of the clusters
and calculates the resulted area and delay based on the given FPGA
architecture model. To implement the benchmarks, appropriate val-
ues should be set for cluster size (N), LUT size (K) and the number
of cluster inputs (/). Experiments are performed for various values
of these parameters.

The number of inputs to the clusters is setto I = K x (N+1)/2.
It has been shown in [10] that this value of / will result in area and
performance efficient FPGAs. To perform the implementations,
we need to set realistic values for resistors and capacitors of the
switches used in the routing channels and also for the line segments
of the routing channels. We have set these to approximate values
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Figure 6: Average area of implementing 77 MCNC bench-
marks on CMOS FPGA (scaled to 22 nm).

for 22nm CMOS technology [13]. Implementing the benchmarks
based on these parameters will give an acceptable measurement of
the area and delay properties of 22nm CMOS FPGAs. In VPR, area
is calculated based on the number of minimum size transistors. To
make this comparable for crossbar-based implementations, we cal-
culated the area of a single minimum width transistor and scaled
the results of VPR by that factor to get the area in um?.

In the next set of experiments, we substituted clusters of FPGA
with the proposed crossbar-based clusters. Area and delay models
for this cluster are calculated and used in description of the FPGA
architecture given to the tools.

It should be noted that part of the routing area in CMOS FPGAs
is the intra-cluster routing. In the proposed nanoscale cluster, the
intra-cluster MUXes are replaced with nanoscale crossbar MUX.
The inter-cluster routing will still be CMOS scale in our experi-
ments. However, the length of wire segments will reduce due to the
reduction in size of clusters (compared to CMOS clusters). There-
fore the inter-cluster routing area will eventually reduce.

3.2 Area and Delay Models

To calculate area of the cluster, area of nanoscale part is calcu-
lated based on the number of nanowires in the crossbar and CMOS
wires used in the address decoders and configuration circuits. Area
of the CMOS support circuitry should be calculated separately.
This area, can be calculated based on the number of transistors re-
quired for its implementation [12]. Since the CMOS part will be
implemented on substrate under the nano part, overall area of the
cluster will be determined by the maximum area between CMOS
and nano parts.

Delay models for different parts of the cluster are obtained based
on the formulation presented in [14] for capacitance and resistance
properties of different types of nanowires and the contact resistance
between CMOS and nanowires. Delays of different parts of the
cluster are written in an architecture description file that is applied
to VPR. These delay values are used to calculate critical path delay
of the FPGAs for each implementation. In our experiments, MCNC
benchmarks were implemented both on fully CMOS FPGA and on
the proposed hybrid FPGA for different values of N and K. Figures
6 and 7 show the average area for fully CMOS and hybrid imple-
mentations, respectively.

3.3 Results

Area of the hybrid FPGA is considerably lower than that of fully
CMOS FPGA. Increasing LUT inputs (K) will result in area in-
crease for CMOS FPGAs especially when K > 5. When K in-
creases, both LUTs and the intra-cluster MUXes of the cluster will
occupy more area. At the same time, inter-cluster routing area will
decrease because more logic can be mapped into each cluster and
less number of clusters will be required.

For hybrid FPGAs however, when K increases, the increase in
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% Area Reduction
K
N 3 4 5 6 7
2 75% | 18.3% | 23.6% | 32.5% | 46.8
4 378% | 29.5% | 43.8% | 53.9% | 64.6%
6 349% | 44.3% | 50.6% | 59.3% | 68.5%
8 389% | 459% | 55.1% | 69.1% | 75.7%

Figure 8: Area reduction ratios for implementing benchmarks
on hybrid FPGA compared to CMOS FPGA (scaled to 22 nm).

area of LUT and intra-cluster MUXes will be small because these
parts are implemented in nanowire crossbars. Since the inter-cluster
routing area decreases when K increases, the hybrid FPGA area
will vary slightly. In other words, the increase in cluster area and
the decrease in inter-cluster routing area will almost balance each
other. Figure 8 shows that area reductions of up to 75.7% were re-
sulted from implementing benchmarks on hybrid FPGAs compared
to CMOS FPGAs.

Figures 9 and 10 show the average critical path delays for differ-
ent values of K and N. In CMOS FPGAs, delay of the cluster will
slightly increase when K increases. On the other hand increasing
K will reduce the number of inter-cluster routing wires that are in
critical path [10]. This will result in reducing the critical path de-
lay (see Figure 9). However, in case of hybrid FPGAs, delay of the
cluster will depend on resistance and capacitance values of the used
nanowires. As K and N increases, the length of nanowires used in
the cluster and the number of molecular switches on each nanowire
will increase. So, increasing N and K will result in increasing the
resistance and capacitance values of the nanowires used in the clus-
ter and hence increasing delay of the cluster. In hybrid FPGA, for
larger clusters the critical path delay increases due to increase of
cluster delay.
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Figure 9: Average critical path delay of implementing MCNC
benchmarks on CMOS FPGA (scaled to 22 nm).
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benchmarks on hybrid FPGA.

4. CONCLUSION

In this paper a new hybrid FPGA with CMOS routing and clus-
ters based on nanowire crossbars and molecular switches is pro-
posed. MCNC benchmark circuits were implemented on the pro-
posed hybrid FPGA using FPGA tools. Same experiments were
performed for CMOS FPGAs scaled to 22nm and the results were
compared. Hybrid FPGAs showed area reductions of up to 75% in
comparison with CMOS FPGAs. The obtained performances for
CMOS and hybrid FPGAs are almost equal for average size clus-
ters. As the cluster size increases performance of hybrid FPGAs
slightly degrades due to increasing delay of nano clusters.
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